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Abstract

We have developed a template-based system for identifying and tracking vapour bubbles. The bubble images are acquired from a
digital camera. Each image sequence is recorded digitally for off-line image processing. The bubble detection process is organized in t
bubble identification and bubble tracking. In the first phase, a principal component analysis is applied for detecting bubbles roughly.
detection, some bubbles’ sub-images are used as templates in order to identify the bubble contours accurately. The prerequisite o
system is that the bubbles are assumed to be of elliptic shape. In the second phase, the templates are used again for tracking bubbles.
Newton–Raphson algorithm is applied to reduce the search time. The advantage of this method is that it can recognize bubbles that a
in a wide-range of experimental environments such as varied illumination, different bubble appearances and so on. After the bubble ide
some parameters such as bubble size, position, moving speed, and the bubble nucleation sites are obtained. They are important for th
heat transfer.
 2005 Elsevier SAS. All rights reserved.

Keywords:Bubble identification; Tracking; Newton–Raphson method
ex
an
tur

hea
om

en
es
ag
con
on
on
tion
, su
e fa
me

the

om-
ving
age
our
the

le is
ear
e of
t to
ble to
ows
ap-
and

ish
the

with-
tion

en-
en-
1. Introduction

The goal of our cooperative research group [1,2] is to
plore the heat transfer relationship between given liquids
heated tubes with different size, materials, surface struc
and so on. The eventual goal is to discover the optimal
transfer construction, which can save energy and prevent s
possible critical situations. For this purpose, many experim
are designed and carried out. Some experimental process
recorded with a high-speed digital video camera. These im
are saved digitally for off-line processing. Each sequence
tains five hundred images and each image has a resoluti
512 by 512 pixels. The sampling rate is 1000 frames per sec
These experiments are made under different testing condi
such as liquid categories, tube diameters, surface material
face structure, pressure, temperature, and heat flux. Thes
tors have influences on image qualities. For example, an e
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ground surface type has much more light reflection than
sandblasted surface type has. See [3, Fig. 1].

The goal of this research is to extract the bubbles’ ge
etry such as bubble size, bubble position, and bubble mo
speed. In order to reach this goal, every bubble in the im
sequence should be recognized and identified. In one of
previous study [4], we used region-based snakes to identify
bubble contour. This method can be applied even if the bubb
in irregular shape if an appropriate initial contour is given n
the detected target. This scheme maximizes the differenc
the inner and outer region defined by the contour. If we wan
obtain an accurate contour, the selected feature has to be a
identify the contour from a noisy environment (such as shad
or light reflections). However, in our images, some bubbles’
pearances are very similar to background both in gray-level
in texture. It is non-trivial to find features which can distingu
the bubble contour precisely. This method works well when
bubble appearances are quite different to background and
out shadows and light reflections. Consequently, its applica
is very limited in our research.

Another previous study [5] shows that we are able to id
tify bubbles in a circular shape in a limited experimental
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vironment. The limited experimental environment means
experimental conditions generating bubbles that have circ
shapes. Generally, this condition should have an interme
heat flux under high pressure. This is done with the help
database. The database is a set of sub-images that are se
manually. In this database, some sub-images are bubble
plates and some are background templates. Each sub-imag
the same size dependent of the selected largest bubbles.
bubble template contains a bubble in the center. The bub
are at first roughly detected by a spectrum analysis met
Then, the database is applied to locate the bubble center an
bubble radius can be identified by the cross-correlation me
compared to the bubble template in the database. After the
tification, the bubbles are tracked and its nucleation sites ca
then detected.

In our recent work [3], we are able to track bubbles by g
ing a bubble contour manually. This is made by using the lo
contour information and a circular model. A cost function is
fined, in which not only the gray-level information is used, b
also some gradient information and gradient direction. In a
tion, the occlusion problem is solved. Refs. [3,5] are base
an assumption that the bubble has a circular shape. How
many bubbles do not follow this assumption such as large
bles or bubbles that are generated by lower pressure and h
heat flux. Some bubbles are of elliptic or irregular shape,
pecially when two or three bubbles are merging together.
underlying scheme is developed for observing bubbles ge
ated from nucleation sites.

A similar study for tracking bubbles is reported in [6]. T
author developed a PTV (Particle Tracking Velocimetry) sys-
tem based on image processing techniques. The bubble fl
limited to a column and a back light source with a highly div
gent light that is applied. With this construction, some bubb
can be focused by adjusting the depth. Only bubbles in fo
appear in the images and the other bubbles are blurred. T
blurred bubbles can be rejected by a subsequent image
mentation technique. The segmentation technique used in
study is a thresholding process combined with some edge
tection method and morphology operations. It is based on
fact that:

(1) The bubble images have homogeneous background.
(2) The bubble appearance has less difference.

This kind of images is relatively easy to be processed
order to identify the bubbles. In the case of our images,
background is normally the surface of the heated tube. Th
fore, it is not homogeneous because it depends on the su
structure. The simple thresholding technique cannot be ap
to segment bubbles from the background.

Another study using PTV to track particles in water is
ported in [7]. In the images, the background is dark and ho
geneous, the particles are white so that a thresholding tech
and region growing process can be used to segment the par
from the background.

The problems encountered in our research can be div
into two major groups, i.e. the geometric problem and the
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tical problem [3]. In the geometric problem, it contains th
difficulties:

G-1 The bubble shape depends on the surface structure,
sure, and given heat flux.

G-2 Two or more bubbles can be merged together to for
larger bubble. In the coalescence process, the shap
bubbles is irregular.

G-3 One bubble can be visually occluded by another one.

In the optical problem, it contains five difficulties:

O-1 The reflection on the bubble surface depends on the
tion of the bubble.

O-2 The reflection on the background depends on the bub
position. (See [3, Fig. 1a].)

O-3 Large or flowing bubbles have a strong shadow prob
This is because they have distinct distance to the
(background). Moreover, the shadow position depend
the bubble position.

O-4 Some bubbles are in ill-illuminated areas.
O-5 Some bubbles are out of focus. This might be due to

possibilities:
(1) It is a speedy flowing bubble.
(2) It is not in the focus depth.

Case G-1, as we have mentioned before, the bubbles in
mediate heat flux and high pressure are mostly circular.
bubbles in high heat flux and low pressure are elliptic or e
irregular. The difficulties of G-2 and G-3 are sometimes n
trivial to distinguish. The only information is time. If bubble
is visually occluded by bubble B and if their moving speeds
different, then after several frames, bubble A can be obse
again. However, this is under the assumption that both bub
are in focus. Normally, a flowing bubble is out of focus and t
will increase the difficulty of recognition. In many cases,
observe that two flowing bubbles are out of focus and on
occluded by another one. In our previous study [3], we sol
the occlusion problem but under the assumption that the ta
bubble is of circular shape.

The difficulties O-1, O-2, and O-3 hint that the single cro
correlation method cannot be applied. All of the above po
bilities make bubbles quite different in geometry and in app
ance and non-trivial to be identified. This is due to the fact
every image sequence has different combinations of diffi
ties.

Unlike our works in [3,5], we expend the model from c
cular to elliptic in order to better identify more bubbles u
der different experimental conditions. In addition, the bub
recognition and feature selection in [5] are modified in this
per which can recognize bubbles in a better performance.

In Section 2, the system architecture of the whole proce
introduced. The algorithm is divided into three major parts:

(1) Bubble identification (Section 2.1);
(2) Bubble tracking (Section 2.2);
(3) Manual correction (Section 2.3).
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Afterwards, the results are given and we end with a con
sion.

2. System architecture

The experimental facility is shown in [2, Fig. 4.1]. The i
vestigated heating tube is fixed in the center of the conta
Through a window one can observe and record the experim
tal process. Some recorded images with different experime
conditions are shown in [2, Fig. 5.4] or in [8, Fig. 1].

Normally, each tube is recorded at least by three image
quences under the same experimental condition. They a
different window positions shown in Fig. 1. Generally, the u
per window contains not only the bubbles generating from
upper surface of the tube but also from the middle and lo
part. Those bubbles are normally flowing and out of foc
Therefore, they might interfere the observed target bubbles.
bubbles in the middle window are usually in focus, this is du
the fact that the distance between the tube surface and the
camera do not change in a wide range and most of the ta
bubbles are in the same depth. On the contrary, the bubbl
the upper or lower windows are partially not in focus.

Each image sequence contains 500 images and the
recorded in 0.5 sec. A GUI (GraphicUserInterface) is devel
oped in a Matlab [9] platform for user to operate the bub
recognition system. This system is generally divided into
parts:

• Database setup.
• Bubble recognition.
• Bubble contour identification.
• Bubble tracking.
• Manual correction.

There are two kinds of databases: one is for bubble reco
tion and another one is for bubble contour identification.
this paper, the phrase ‘recognition’ means that some targ
acknowledged on an image. However, the boundary of the
get might not be accurately acknowledged. Nevertheless
phrase ‘identification’ means that the target is accurately
knowledged.

In the bubble recognition, bubbles in the images are roug
recognized. It gives the system information where the bub
are. Thereafter, the system concentrates on these areas to
tify the bubbles’ accurate positions and contours.

In the bubble tracking, the system uses information not o
from the results of recognition but also from the results of
bubble identification in the last image. Notably, we track b
-
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bles in a backward direction. In the following sections,
details of the system will be outlined.

2.1. Bubble identification

For the intention to deal with the first four optical problem
it is intuitive that making a system to learn the target (bubb
is necessary [10]. The reason is obvious: Since the bubble
pearances vary according to the experimental conditions
parameters, it is reasonable to have template information o
bubble appearances from the processed images.

Feature extraction. A commonly used feature extractio
method is the Karhunen–Loève transformation (or Princ
Component Analysis) [11,12]. In this study, we use a da
base to collect some manually selected sub-images as pat
These patterns have the same size of 40× 40 pixels. They in-
clude bubble and background patterns. The user should ch
as many patterns as possible to cover varied bubble or b
ground appearances, and as less as possible to decrease
putation time and inconvenience. How many patterns shoul
selected is a black art. Normally, we select patterns from
first 50 images. The number of patterns should be at leas
for each group: bubble and background.

Let Bi denote theith bubble pattern andBGj denote thej th
background pattern,Bi ,BGj ∈ R2. The expectation of ever
pattern is zero, for both bubble or background patterns.
kth column in Bi is denoted byBi,k ∈ R, Bi,k is a vector
and 1� k � 40. Assuming there areN bubble patterns an
M background patterns, the composition of allkth column
from every pattern is denoted byXB,BG,k , whereXB,BG,k =
{B1,k,B2,k, . . . ,BN,k,BG1,k,BG2,k, . . . ,BGM,k} ∈ R2 is a
40 × (N + M) matrix. Its correlation matrix isRX,k =
XB,BG,kX

T
B,BG,k . Thereafter, the eigenvectors of the corre

tion matrix can be obtained and denoted asν1,k,ν2,k,ν3,k, . . . .

Assuming the largest four eigenvalues areλ1,k , λ2,k , λ3,k and
λ4,k , and their corresponding eigenvectors areν1,k, ν2,k, ν3,k

andν4,k . Thus, the first eigenimage can be defined as a com
sition of the eigenvectors:

K1 = {ν1,1,ν1,2,ν1,3, . . . ,ν1,40} ∈ R2 (1)

whereν1,k is the first eigenvector of the correlation matrix co
posed by thekth column vectors in{Bi ,BGj | 1 � i � N, 1 �
j � M}. Then the second, third and fourth eigenimages ca
obtained in the same way. They are denoted byK2, K3 andK4,
respectively. Afterwards, a scalar made byK1 can be defined:

Di,k,1 = KT
1,kBi,k, 1� k � 40 (2)
Fig. 1. The positions of observing windows (a) The upper window. (b) The middle window. (c) The lower window.
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whereK1,k = ν1,k . Define a vectorDi,1:

Di,1 = {Di,k,1 | k = 1,2, . . . ,40}T (3)

and the feature vector ofith pattern is then defined by:

Di = {
DT

i,1DT
i,2DT

i,3DT
i,4

}T
, 1� i � N (4)

whereDi,2, Di,3 andDi,4 is made byK2, K3 andK4, respec-
tively. Let us redefine the feature vector of theith bubble pattern
and thej th background pattern asDB,i and DBG,j , respec-
tively. Therefore, the feature space is composed by the fea
vectorsDB,i andDBG,j where 1� i � N and 1� j � M .

Bubble recognition. In this study, we use a linear classific
tion to segment bubbles from the background. After extrac
the bubble and background features, the center of each gro
calculated. Let the centers of bubble and background fea
be denoted byCB and CBG, respectively. Each image to b
processed is divided into several overlapping sub-images o
same size. The overlapping percentage is 66.7%. If theith sub-
image is defined bySi , then a scalar can be defined similarly
Eq. (2)

Ei,k,1 = KT
1,kSi,k, 1� k � 40 (5)

The feature vector of theith sub-image is obtained and denot
asEi . Then, the sub-image belongs to bubble group if it sa
fies: |Ei − CB | < |Ei − CBG|. Via this way, most sub-image
that contain bubble(s) are recognized. Since there is a 66
overlapping, there might be several sub-images indicating
same bubble. In order to decrease the number of coincide
each sub-image is allowed to be compared with the local ne
sub-image to get the best estimation. LetSi (cx, cy) denote the
sub-image at center point(cx, cy), and Ei (cx, cy) its corre-
sponding feature vector. Then, the best estimation is assu
to be:

(c′
x, c

′
y) = arg

{
min

|c′
x−cx |<�x

|c′
y−cy |<�y

(∣∣Ei(c
′
x, c

′
y) − CB

∣∣)} (6)

where�x and�y depict the shift inx- andy-direction. Here
we use�x = 13 and�y = 13. Based on this scheme, mo
bubbles can be recognized. However, the smaller bubbles
not be recognized. This is due to the fact that the small bub
have less information than background in the sub-images.
other problem is that large bubbles can be recognized by s
sub-images. These two problems can be partially solved in
tion 2.2.

Database setup. After the process depicted in Section 2
bubble recognition, most of the bubbles’ positions are roug
recognized. Nevertheless, the accurate positions and con
are not yet known. In order to accurately identify the posit
and contour, we need another database. In this database
bubble templates are saved. The user selects the bubble b
ing four points around the bubble: left, right, top and bottom
the bubble’s contour. Since the bubble shape is assumed
elliptic, there are four parameters in this model, i.e. the ce
position(cx, cy), and two axes lengthsa andb. We do not take
re
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the angle into consideration since it increases the comput
time and only few bubbles are rotated. Every bubble templa
normalized to have the same size, i.e. 41× 41 pixels, through a
linear image resize. Some information are saved in the data
such as the bubble’s position, bubble’s two axes lengths,
ble appearance (gray-level) and so on. The bubble’s pos
and size are taken into consideration when the template
chosen for matching in tracking and identification. The nu
ber of selecting templates depends on the image itself. S
image sequences have less bubbles, therefore, the bubb
pearance has less variance. In this situation, we do not ne
select too many bubbles as templates. However, in complic
situations, some bubbles are out of focus. There are too m
possibilities of bubble appearance and therefore it is neces
to have more bubble templates to cover as many as possib
pearances.

Bubble contour identification. In this study, the templat
matching is applied to identify the bubble accurate cont
Since there are some initializations of bubbles’ positions,
system can focus on their local regions to search the bub
Firstly, five templates are selected from the database. The s
tion strategy is the five templates that have the nearest dista
to the current bubble’s initialization position. This is due
the fact that there is no additional information except the
sition. We choose the nearest templates because the b
appearance is strongly dependent on its position. Generally
bubble appearance’s variance iny-direction is larger than in th
x-direction.

Assuming the template image is denoted byI2(x), where
x = [x y]T. The bubble to be identified is denoted by a m
tion model Im(x, T̂), where T̂ is a parameter vector̂T =
[d̂x, d̂y, â, b̂]T. dx and dy are the translations inx- and y-
direction. a and b are the axis lengths as defined befo
Thus, the parameter vector changes until the error func
J (e(T̂)) defined by the image differencee(T̂) betweenI2(x)

and Im(x, T̂) reaches a minimum. The error function is ch
sen to be the expectation value of the squared image d
ence

J
{
e(T̂)

} = 1

2
E

{
e2} = 1

2
E

{(
Im(x, T̂) − I2(x)

)2} (7)

which is assumed to be twice differentiable. A direct solut
for the minimization of the error function is given by a glob
search for the optimal parameter vectorT = T̂ resulting in
a four-dimensional cross-correlation calculation which cau
tremendous numerical complexity [13].

Burkhardt et al. [13–16] propose a modified Newto
Raphson method in searching the minimum of an error va
The iterative structure is given by the equation

T̂k+1 = T̂k − H−1 · g(T̂k) (8)

where the gradient vectorg(·) and Hessian matrixH are the
first and second derivative of the error functionJ (e(T̂)) with
respect to the parameter vectorT = T̂. In [16], the Hessian ma
trix is calculated only once since the template is very sim
to the target candidate. This modification reduces the trem
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dous computational complexity. The gradient vector is deri
directly from the error function

g(T̂k) = ∂J {e(T̂)}
∂T̂

∣∣∣∣
T̂=T̂k

= E

{(
Im(x, T̂) − I2(x)

)∂Im(x, T̂)

∂T̂

}∣∣∣∣
T̂=T̂k

(9)

And the Hessian matrix is derived from the gradient vector

H(T̂k) = ∂2J {e(T̂)}
∂T̂∂T̂

∣∣∣∣
T̂=T̂k

= E

{
∂Im(x, T̂)

∂T̂

(
∂Im(x, T̂)

∂T̂

)T

+ (
Im(x, T̂) − I2(x)

)∂2Im(x, T̂)

∂T̂∂T̂

}∣∣∣∣
T̂=T̂k

(10)

For the intention to reduce the computational complex
Burkhardt et al. [15,16] make a coordinate transform:

x = h−1(x′, T̂) (11)

Therefore, the error function can be rewritten as

J
{
e(T̂)

} = 1

2
E

{(
Im(x′) − I2(x′, T̂)

)2} (12)

And the gradient vector can be rewritten as

g(T̂k) = E

{(
Im(x′) − I2(x′, T̂)

)(−∂I2(x′, T̂)

∂T̂

)}∣∣∣∣
T̂=T̂k

= −E

{(
Im(x, T̂) − I2(x)

)∂I2(x)

∂T̂

}∣∣∣∣
T̂=T̂k

(13)

The ∂Im(x,T̂)

∂T̂
term in Eq. (9) can be replaced by− ∂I2(x)

∂T̂
in

Eq. (13). SinceI2(x) is a template image, it can be comput
once in the beginning. The derivative can be rewritten as(

∂I2(x)

∂T̂

)∣∣∣∣
T̂=T̂k

=
(

∂I2(x)

∂x

)(
∂x′

∂x

)−1(
∂x′

∂T̂

)∣∣∣∣
T̂=T̂k

(14)

with (x′, y′) the coordinate transform of an ellipse without r
tation:(

x′
y′

)
=

(
ax

by

)
−

(
d̂1
d̂2

)
(15)

Therefore, the derivative can be derived as

∂I2(x)

∂T̂
=




∂I2(x)

∂d̂1

∂I2(x)

∂d̂2

∂I2(x)
∂a

∂I2(x)
∂b


 =




− ∂I2(x)
∂x

1
a

− ∂I2(x)
∂y

1
b

∂I2(x)
∂x

x
a

∂I2(x)
∂y

y
b


 (16)

Similarly, based on the coordinate transformation listed
Eq. (11), the Hessian matrix in Eq. (10) can be rewritten as
d

,

H(T̂k) = E

{
∂I2(x)

∂T̂

(
∂I2(x)

∂T̂

)T

− (
Im(x, T̂) − I2(x)

)∂2I2(x)

∂T̂∂T̂

}∣∣∣∣
T̂=T̂k

(17)

By this, the computational complexity is tremendously reduc
In [16], based on the assumption that the difference betw
the template and the target candidate is very limited, the se
term in the right-hand side in Eq. (17) can be omitted. Howe
owing to the fact that there might be large differences betw
the templates and target bubbles, we cannot omit this ter
this study.

The second order derivative in Eq. (17) can then be deri

∂2I2(x)

∂T̂i∂T̂j

=




I2xx

a2
I2xy

ab
I2x−xI2xx

a2
−yI2xy

ab

− I2yy

b2
−xI2xy

ab

I2y−yI2yy

b2

− − x2I2xx−xI2x

a2
xyI2xy

ab

− − − y2I2yy−yI2y

b2


 (18)

whereI2x = ∂I2(x)
∂x

, I2xx = ∂2I2(x)

∂x2 and so on. Notably, Eq. (18
is a symmetric matrix. Although the Hessian matrix has to
updated in every iteration sinceIm(x, T̂) is changed, howeve
a tremendous computation time is reduced via the coordi
transformation.

2.2. Bubble tracking

Bubble tracking process is a combination of template se
tion, bubble contour identification, and coincidental bubble
moval. As we have mentioned before, the template selectio
the bubble contour identification is important because bubb
appearances depend on the positions of bubbles. In the tra
phase, the bubbles in the last image are identified. Thus, a
tional information are obtained such as bubble’s two axis len
a andb. A cost function is defined in order to get five templa
from the database to be candidate templates for tracking a
ble.

fj = c1dj,x + c2dj,y + c3dj,a + c4dj,b (19)

wherec1 ∼ c4 are constants.dj,x and dj,y are thex- and y-
coordinate distances between the bubble candidate and thj th
template in the database, respectively.dj,a anddj,b are the ab-
solute difference of axis lengtha and b between the bubbl
candidate and thej th template in the database, respective
Five templates in the database that have the smallest cos
ues are selected. Each template candidate is tested by givin
same initialization vector[d1,i d2,i ai bi ]T. d1,i = d1,i+1
is x-translation inherited from the identified bubble in the l
image, i.e.(i + 1)th image.d2,i = d2,i+1 − c

√
ai+1 is they-

translation modified from the last image, wherec = 8 andai+1
is the axis length in the last image. Since the backwards trac
is applied, the bubble goes downwards and thus we use n
tive sign in the position estimation. The cost value in Eq. (7
calculated after convergence while it reaches a local minim
The least one is chosen and its corresponding template is
to track the bubble.
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Once the template is determined, a random process b
on a Gaussian distribution in estimating the translation and
length is applied. The probability in estimating axis lengthai is
given by

p(ai) = 1√
2πσ

e
−(caai−ai+1)2

2σ2 (20)

with ca = 1. The estimation of axis lengthbi is the same
as shown in Eq. (20) except thatca is replaced bycb with
cb = 1.25. The axis lengthai andbi can be decreased or in
creased since the bubble might change its shape. The estim
of x-translation is given by

d1,i = d1,i+1 + cxrxtai+1 (21)

wheret is the index number,t = 1,2, . . . ,40. rx is a random
number that satisfies the Gaussian distribution with zero m
and σ = 1, cx = 0.0156. The estimation ofy-translation is
given by

d2,i = d2,i+1 − cyai+1bi+1t

N
(22)

where cy = 0.0313 andN = 40. N is the number of tota
estimations. These estimations are given as initialization
tracking bubbles. This mechanism avoids being trapped in
local minimum and tries to find the global minimum. The
nal convergence results are saved and their corresponding
values are compared. The least one is chosen and its pa
ter set[d1 d2 a b ]T indicates the geometric paramete
of the bubble to be tracked. If the minimal cost value satis
J (e(T̂))

100 < 2, then it is assumed to be correctly tracked. Oth
wise, it might fail due to the following reasons:

• The bubble is occluded by some other bubble.
• The bubble might be near the image boundary resultin

a higher cost value.
• The template might be not suitable for this bubble or th

are no matched template in the database. This might be
to that this bubble is out of focus.
ed
is

ion

n

n
a

ost
e-

s
-

n

ue

The above paragraph describes how to track a bubble
(i + 1)th image to currentith image. However, the bubb
recognition in Section 2.1 has to be applied to every image.
terwards, The bubble contour identification is applied on ev
recognized bubble before tracking. Therefore, some bubble
identified that might be tracked in the currentith image. If there
are coincidental bubbles, only one bubble remains. Our stra
is choosing the largest bubble to be remained. This is base
the observation that some inner part of a large bubble is sim
to a bubble in vision.

2.3. Manual correction

In order to make sure that every bubble is detected and i
tified correctly and accurately in five-hundred images of a
quence, the manual correction is necessary. This is base
the fact that this system cannot assure every image sequen
different image quality in a constant quality. The identificat
ratio strongly depends on the image quality. If the illuminat
condition is bad or if many bubbles are out of focus, then
ratio will decrease apparently. A friendly GUI is designed
the user to delete the false-positive bubble and to add/ide
the false-negative bubble manually.

3. Results

Fig. 2 shows examples of bubble and background patt
from the database. There are totally twenty bubble patterns
twenty background patterns. Each pattern is of the same
of 40× 40. The eigenimages are then calculated and show
Fig. 3. In Fig. 4(a), the feature space of the bubble pattern
illustrated. Each feature vector is of the size 1× 160 and there
are totally twenty features of each category. In Fig. 4(b),
feature space of the background is shown and it is easily t
noticed that there are apparent differences between thes
categories.
Fig. 2. Bubble and background patterns: From (a) to (d) are bubble patterns. The rest are background patterns.
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Fig. 3. Eigen images. From (a) to (d) is the first, second, third, and fourth eigenimage.

Fig. 4. The feature space plot. (a) is the bubble’s and (b) is the background’s feature space plot.

Fig. 5. (a) Bubble recognition pre-processing result. (b) Bubble recognition final result.

Fig. 6. Five template candidates.
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Each image in an image sequence has to be process
the bubble recognition. The result of the first image is show
Fig. 5. Fig. 5(a) is the result of bubble recognition and (b) is
final result after coincidence detection. Most bubbles are re
nized and marked by squares. Each square is of the sam
of the eigenimage. Large bubbles are recognized by more
one square. This is reasonable because the square is no
enough to contain the whole bubble. By the way, some squ
do not recognize the accurate bubble positions. This prob
can be solved in the bubble contour identification procedur

In the bubble contour identification, every square has to
processed via the template matching based on the mod
Newton–Raphson method. An example is demonstrated
the bubble marked by an arrow in Fig. 5(b) is identified. In t
example, we have forty-eight templates in the database. Fi
them, shown in Fig. 6, are automatically selected to test and
best one is chosen to be the template. The test method is
ing the five candidates the same initial parameter setsT̂ and use
the modified Newton–Raphson method described in Sectio

Fig. 7. Error criterion plot. The abscissa indicates the template number an
ordinate indicates the error criterion value.
by

-
ize
n

rge
s

m

e
d

w

of
e

iv-

.1

e

(Bubble contour identification) to obtain the minima of the
ror function. Only the minimum error value of each templ
is chosen and they are shown in Fig. 7. The criterion to se
the best template is according to the error values. A smalle
ror value indicates a better match between the template an
bubble to be identified. In this example, the fifth template ca
date is therefore chosen. From the view point of vision, it is
most likely template to the target bubble. After the templat
determined, the modified Newton–Raphson method is app
again to identify the bubble by giving more initial parame
sets. In order to demonstration, an initial parameter set is g
Zi = [d1 d2 a b ]T where(d1, d2) is the center coordinat
of the square anda = 1, b = 1. Fig. 8 shows how the bubb
is identified in iterations. From (a) to ( j) we see the result
image in the square. Once the bubble locates in the cent
the square and its boundary locate the same position to the
plate, then the matching is done. Fig. 9 illustrates the error v
of each iteration. From the plot, one can easily notice that
convergence takes place at iteration number six. The follow
iterations assure that the template matching is already in a
ble state. This example demonstrates how efficient the mod
Newton–Raphson method is.

Fig. 10 is the tracking result of the first image. The bound
of each bubble is represented by four points. This represent
is better than a fully ellipse contour because the later one
interfere the observation of the boundary. After five-hund
images are processed, manual correction follows. There
the correct identification ratios can be calculated for each im
and they are illustrated in Fig. 11. The mean correct identifi
tion ratio of this sequence is 55%.

4. Discussion

This study can be separated into two parts:

(1) the object recognition and
(2) multi non-rigid object tracking via static camera.
Fig. 8. Modified Newton–Raphson method in identifying a bubble.
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Some similar works such as kernel-based object tracking
and trust-region method [18,19] have still background. The
tial contour is given manually in [17] and automatically in [19
In [19], the object can be detected via a background subtrac
process. The background is obtained through a training pro
in which there are few or no objects in the image scene. H
ever, in our applications, some sequences have many flo
bubbles in the image scene so that it is non-trivial to obta
reliable background image. That is the reason why we need

Fig. 9. The error value during the iterations.
]
-

n
ss
-
g

a
d-

ditional database to recognize the bubbles. The number o
patterns in the database are not less than twenty for each g
In the future, a non-linear classification method should be
plied to separate the bubbles from background.

In the manual correction, we have a very strict requirem
Some bubbles’ contours identified automatically are only
pixels difference to the manual corrected contours. Those
tours are removed and corrected manually. This is due to
effect of the shadows and reflections since we have only fo
eight templates that cannot convey all of the situations e
cially for those bubbles out of focus. However, another rea
of low ratio of identification is the feature and cost function.
this study, we use the original gray-level as feature and cr
correlation as similarity measure. It is known that the corre
tion is sensitive to illumination change. That is why we for
the expectation ofIm(x, T̂) andI2(x) to be zero before the sim
ilarity measure.

5. Conclusion

This paper presents a work based on templates to ide
and track non-rigid objects in images sequences. In the
phase, the bubbles are roughly recognized via classifica
in the feature space after a Karhunen–Loève transform o
original images. In the second phase, the modified New
Raphson method is applied to identify the accurate cont
via a correlation method. This study provides a tool to ext
the bubbles’ positions, bubbles’ size, moving speed, nuclea
Fig. 10. The tracking result.
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Fig. 11. The identification ratio.

sites; all these being important parameters for interpreting h
speed image sequences in our cooperative research grou
exploring heat transfer phenomena.

Acknowledgements

The financial support for this research from Deuts
Forschungsgemeinschaft (DFG) is gratefully acknowledged
The authors thank Prof. D. Gorenflo, University of Paderbo
for providing the bubble images. The first author thanks
A. Luke for valuable discussions.

References

[1] S. Caplanis, Wärmeübertragung und Blasenbildung an Hochleistun
Verdampferrohren, PhD thesis, Paderborn University, 1997.

[2] A. Luke, Beitrag zum Einfluss der Mikrostruktur von Heizflächen auf d
Wärmeübergang beim Blasensieden, PhD thesis, Paderborn Unive
1996.

[3] D. Cheng, H. Burkhardt, Bubble tracking in image sequences, Int. J. T
mal Sci. 42 (2003) 647–655.
-
for

,
.

ty,

-

[4] D. Cheng, H. Burkhardt, Bubble recognition from image sequences
Eurotherm Seminar, No. 69, Inverse problem and experimental desi
thermal and mechanical engineering, Poitiers, France, March 2001.

[5] D. Cheng, H. Burkhardt, Automatic bubble nucleation sites identifi
tion in an image sequence, in: Eurotherm Seminar, No. 71, Visualiza
Imaging and Data Analysis in Convective Heat And Mass Transfer, U
versity of Reims, France, 2002, pp. 351–358.

[6] O. Borchers, Zweiphasen-Particle-Tracking-Velcimetry (PTV) zur de
lierten Analyse der Hydrodynamik von Blasensäulenreaktoren, PhD
sis, Institut für Chemische Verfahrenstechnik der Universität Stuttg
Germany, Juni 2002.

[7] F. Hering, C. Leue, D. Wierzimok, B. Jähne, Particle tracking velocim
beneath water waves. Part I: Visualization and tracking algorithms, Ex
iments in Fluids 23 (1997) 472–482.

[8] D. Cheng, H. Burkhardt, Image analysis of bubbles in high speed
age sequences, in: Proceedings of Thermophysical Properties and
fer Processes of New Refrigerants, Paderborn, Germany, October
pp. B5–4.

[9] Matlab 7.0, 2003.
[10] D. Martin, C. Fowlkes, D. Tal, J. Malik, A database of human segme

natural images and its application to evaluating segmentation algori
and measuring ecological statistics, in: Proc. of Intl. Conf. on Comp
Vision, ICCV, Vancouver, Canada, 2001.

[11] S. Theodoridis, K. Koutroumbas, Pattern Recognition, Academic P
New York, 1999.

[12] B. Schölkopf, A.J. Smola, Learning with Kernels, MIT Press, Cambrid
MA, 2002.

[13] N. Diehl, H. Burkhardt, Planar motion estimation with a fast converg
algorithm, in: Proc. of Intl. Conf. on Pattern Recognition, ICPR, Pa
France, 1986.

[14] H. Burkhardt, H. Moll, Ein modifiziertes Newton–Raphson-schema
modelladaptiven identifikation von laufzeiten, Technical Report, Univ
sity of Karlsruhe, 1978.

[15] H. Burkhardt, H. Moll, A modified Newton–Raphson search for
model-adaptive identification of delays, in: 5th IFAC Symposium on Id
tification and System Parameter Estimation, 1979, pp. 1279–1286.

[16] N. Diehl, Methoden zur allgemeinen Bewegungsschätzung in Bildfol
PhD thesis, University of Hamburg, Harburg, 1988.

[17] D. Comaniciu, V. Ramesh, P. Meer, Kernel-based object tracking, I
Trans. Pattern Analysis Machine Intelligence (PAMI) 25 (5) (2003) 5
577.

[18] H. Chen, T. Liu, Trust-region methods for real-time contour tracking,
Proc. of Intl. Conf. on Computer Vision (ICCV), vol. II, 2001, pp. 71
722.

[19] T.-L. Liu, H.-T. Chen, Real-time tracking using trust-region metho
Trans. Pattern Anal. Machine Intelligence (PAMI) 26 (3) (2004) 397–4


